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INTRODUCTION 

The use of Unmanned Aerial Vehicles (UAVs) has grown in different fields in recent 

years. This increasing interest for these systems motivated the research community to 

further develop the technologies applied on UAVs. Due to its mobility of flight and 

access to isolated places or of difficult access, UAVs offer a great opportunity of 

solution to a variety of applications. Many researches are being developed with the use 

of UAVs equipped with sensors like cameras and lasers, which allow extracting 

information from the environment. 

The energy consumption control of an UAV requires a lot of attention. This aspect is 

particularly important for small UAV platforms, which are the focus of this paper (from 

now on, the term UAV refers to small UAV platforms only, unless specifically 

explained otherwise). Then, depending on the application, different kinds of UAVs may 

be used to ensure a trade-off between energy consumption and application. To cover 

large areas, for example, fixed-wing UAVs have better results than multi rotors because 

the energy consumption and time required to complete the mission are reduced. On the 

other hand, to obtain images with higher resolutions and closer to a target, multi rotors 

are more suitable because their mobility enables rapid and drastic changes in its flight 

plan, besides their ability to rover around a given location. 

Besides the flight mobility, UAVs can be equipped with embedded computing boards 

which can improve application's functionality and performance. Since the additional 
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payload of these little boards does not compromise the flight time, the UAV can be 

modified to meet the needs of a specific application. As an example, the UAV can be 

equipped with LEDs for signaling or speakers for emitting some emergency signals 

based on the processing of images acquired by an embedded camera. 

Despite of the currently embedded computing boards processing power and size, a few 

years ago this was an impracticable idea due to the impact in the flight performance of 

mini UAVs. There were few options that allow embedded processing on UAVs. The use 

of embedded computing boards enables the development of real-time applications that 

use data gathered by the UAV during its mission to interfere in the mission itself. 

Boards like Field Programmable Gate Arrays (FPGA) (Altera 2015) or Raspberry Pi 2 

(RBP) (Raspberry Pi 2015), Figure 1, are tools that help in data processing for this kind 

of application. For example, the detection of people or animals in large areas, fire or 

water locations, both using images collected by the UAV during the mission can be 

used to determine the next steps it should take, i.e. which areas it should go next. 

In a single board is possible to perform 

more than one task, which allows the 

execution of simultaneous applications 

during the flight. The problem addressed 

in this paper is the possibility to perform 

multiple applications running, 

simultaneously, on a RBP board embedded 

on a UAV. The RBP board presents itself 

as a cheap and easy access alternative. It 

accepts multiple languages and different operating systems. However, RBP board is a 

general purpose hardware, which can prevent the performance of applications that 

require a flexible and specific architecture. 

In order to carry on a performance study of the feasibility of using a Commercial Off-

The-Shelf (COTS) platform such as the RBP, the requirements for the algorithm chosen 

to run on this board were based on an image processing algorithm. This algorithm was 

chosen because this kind of application generally requires a lot of processing power. 

The algorithm utilized in this work detects Points of Interest (POIs) by recognizing 

predetermined patterns, according to the mission specification. Through this algorithm, 

the images captured by the camera will be analyzed and, if a POI is found, the GPS 

coordinates of that point will be recorded. In order to achieve the objective of 

simultaneously running more than one application, a change was made in the POI 

detection algorithm, generating two instances of the same algorithm. The difference 

between them is that one has real-time requirements, and the other does not. Therefore, 

it is possible to prioritize the tasks of the algorithm which has real-time requirements in 

respect to others. So if these two instances are replicated on the board, it will be 

 

 
Figure 1: Raspberry Pi 2. 
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simulating multiple applications running simultaneously. With a modified operating 

system to meet the real-time requirements, the tests will show the performance achieved 

by the image processing algorithm with real-time requirements, which has preference in 

respect to the others non-real-time tasks.  

The main goal of this work is to develop and design a specific system for mini UAVs 

based on cheap and easy to handle COTS computing platforms, as the RBP board. This 

paper intends to show that it is possible to use the RBP board to run more than one CPU 

intense application simultaneously, typically required in UAV missions, and presents 

the performance analysis while running those applications, as well as its limitations for 

this kind of usage. 

RELATED WORKS 

A large number of algorithms are needed to make a UAV autonomous. In general, two 

approaches are used to process these algorithms: one proposes perform a great part of 

them in a ground station, while others propose embed all algorithms in the UAV itself 

(Hulens 2015). 

When the processing depends on the ground station, there are drawbacks that can 

prevent a good application performance. For example, the range of the wireless 

communication signal is limited and the UAV cannot go too far from this station. 

Furthermore, for the image processing, the cost of compressing the image to send it 

from the UAV to the ground station can take time and waste processing time. Several 

studies have been developed based on ground stations. 

As can be seen in (Ehsan 2009), in the cases in which image processing is performed in 

a ground station, the images captured by the cameras are compressed, and then are 

transmitted via wireless link to a ground station. In addition to the communication 

delay, the images can be received with noise caused by lost information during the 

transmission or the compression. 

In the case of (Mondragón 2007), image processing is performed in a VIA mini-ITX 

1:25 GHz board with 512 MB Ram, but the UAV is dependent on a laptop in the ground 

station to receive commands, such as selecting the object that the UAV should track. 

The application of this paper is to track an object-based features using the extrador 

SIFT. The tests were performed with a UAV equipped with a camera, showing that the 

proposed algorithm works well to track a user-selected object. 

Similar to the previous work, in (Azrad 2010) the tracking of an object is also 

accomplished. However, in this paper, the image is not processed in the UAV itself, it is 

sent to a ground station and processed on a laptop. Once processed, the laptop sends to 

the UAV movement commands that it must make to continue tracking the object.  
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Although performing another type of application, (Chiu 2011) also depends on a ground 

station to perform the image processing. This paper proposes a flight control system that 

uses skyline detection algorithm. Images are captured by the UAV and sent to the 

ground station. After processed, the ground station sends the commands to the UAV. 

Different from these papers presented so far, the work that is being proposed here is not 

dependent on a ground station to perform image processing or trajectory calculations. 

The purpose is to make the UAV autonomous to perform a given mission with a fully 

embedded processing unit. 

As stated, in addition to the ground station, the algorithms can be run on the UAV itself 

through embedded hardware. The drawbacks presented above do not happen in this 

case, since the images or information needed do not depend on a ground station. In 

(Edwards 2007) is presented a system that locates and tracks landing points for the 

UAV. After the point is identified, the system will drive the UAV to carry out the 

landing on its point. The advantage of this work is that the whole system is embedded in 

UAVs. The image processing algorithm is performed in a Field Programmable Gate 

Array card (FPGA). During testing the UAV was able to land at a fixed point and in a 

dynamic point. 

Similarly to (Edwards 2007), (Krajník 2012) also uses a FPGA-based module for the 

image processing. This paper presents a simple and robust navigation based on images 

for a UAV. In other words, through the camera images the system determines the yaw 

quadrotor and vertical speed. In addition, (Krajník 2014) also uses an FPGA for 

processing images. In this case, the focus is the most popular algorithm features 

extraction, speeded Up Robust Features (SURF). This paper developed a hardware 

module based on FPGA, for the best performance of the SURF algorithm. 

Despite all the researches using the FPGA board for image processing, it is possible to 

use others hardwares much more simple and easier to handle. In (Faigl 2013), instead of 

a FPGA, the core of the system is a Gumstix Overo board. This paper presents a 

location system based on images for a robot swarm with detection plates with black and 

white geometric pattern. Each robot is equipped with a black and white pattern card that 

allows the location by the other robots. 

The FPGA board, despite a good performance, it is not very friendly to the development 

and requires specific technical knowledge of programming and hardware. On the other 

hand, the RBP board supports several programming languages and does not require 

much knowledge of hardware, besides being cheaper and easily accessible. Considering 

all the benefits and drawbacks of the related works discussed in this section, this work 

presents the RBP board as a COTS alternative to perform the image processing and path 

planning for UAV respecting the real-time requirements of these applications. The RBP 

is a low-cost board that can be used in several kinds of UAVs, besides allowing running 
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two or more applications at the same time. It is clear that any other similar board could 

also be used, such as BeagleBoard. The key idea is to achieve the desired results using a 

COTS board such as RBP. 

METHODS 

Points of Interest Application 

As introduced in the last section, there are two kinds of image processing instances 

running in the RPB. One of them has the real-time requirements and, to ensure the 

execution performance of this algorithm, it has the higher priority level attributed. To 

make this possible, a real time operating system was installed on the RBP. The used 

operating system was the ArchLinux (ArchLinux 2015), which is a general purpose 

GNU/Linux distribution with its development focused on simplicity and minimalism. It 

is installed as a minimal base system, configured by the user upon which their own ideal 

environment is assembled by installing only what is required or desired for their unique 

purpose. To meet the project requirements, the operating system kernel was modified to 

a real time kernel using the linux-libre-rt package (Linux-libre-rt 2015), available to 

download in ArchLinux repositories. 

The objective of this algorithm is the detection of POI, where these points are defined as 

square objects of size equal to 40 x 40 cm. Figure 2 shows an overview of the 

algorithm. The algorithm starts with the conversion of color space from RGB to CIE-

Lab, this conversion is based on the work presented in (Ooi 2009) and it shows a better 

color image segmentation performance than HSV, RGB, I1I2I3 and XYZ spaces. 

In the second step of the algorithm, the 

segmentation was done through the three 

video channels (L, a and b) in parallel to 

find all the others pixels that could belong 

to any POI. The result is three binary 

images that are compared through a binary 

mask operation implemented with 

operation logic AND between them, pixel 

by pixel. 

Then this image is a binary image that contains objects that maybe are POIs. Using the 

concept of 8-neighborhood, these objects that can be POIs are labeled, and for each is 

calculated its properties (area and eccentricity). 

To choose the objects that are of interest, the algorithm make two verifications: firstly it 

verifies the size of the object, searching for similarities with the size of markers. In the 

image, the area of the marker is 100 square pixels. The condition to identify the objects 

 

 
Figure 2: Image processing algorithm schematic. 
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is based on its dimensions.  If the objects has side 50% greater or lesser than the average 

size, they are eliminated. The second verification is the eccentricity evaluated. If the A-

DIMENSIONAL parameter, which varies between zero and one, is close to one, this 

means that is a line, and otherwise, this means that is a circle. 

Power Line Detection Application 

An alternative application that was not analyzed in this paper, but is under study by this 

research group and has similar real-time aspects as the one described above, is a UAV 

autonomous navigation algorithm using the output of a power line detection by an 

image processing algorithm. This autonomous navigation algorithm is used to 

autonomously guide UAVs through power lines, allowing real time inspections during 

the flight.  

This application, which is under development, segments the power lines from the rest of 

the image through a series of image filters. Then, analyzing the image result identifies 

line segments which are used as reference to the autonomous navigation. 

Figure 3 shows an image from a preliminary version of the application in execution. It 

is important to observe the complexity of the background in this frame. It highlights the 

robustness of the algorithm. The challenge is to keep processing the frame in a rate that 

enables the usage of the lines’ detection to interfere in the UAV movement control. The 

tasks executing the filters and the movement control have to share the same hardware 

resources and obey strict timing constraints to work correctly.  

 

 
Figure 3:  Power line detection application. 
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Experiment 

In order to perform the evaluation of the hardware performance of the RBP board and 

the designed system, four test scenarios running both instances of the POI detection 

algorithm have been proposed, as shown in Table I. 

 

 

Scenario 1 was fitted to evaluate performance and behavior of two real-time tasks 

running simultaneously. Scenario 2 was designed aiming to show the behavior of the 

two real time tasks and the other two non-real time tasks. In this scenario is interesting 

to observe the behaviors difference between the two task types while the four available 

cores in RBP are occupied. Scenario 3 was thought to increase the simultaneous 

processing load in RBP board. Finally, scenario 4 is intended to simulate a bottleneck 

for the system, trying to find the limit of tasks that can be simultaneously performed. In 

other words, the purpose of this series of tests is to analyze the behavior of the RBP 

while increasing the processing load and how it impacts the real-time algorithms 

deadline fulfillment. Information such as CPU and memory usage, algorithms 

processing time, deadline fulfillment, and real time and non-real time tasks performance 

will be presented in next section. 

RESULTS AND DISCUSSION 

A – Core Usage 

The RBP features a quad-core processor ARM Cortex-A7 900MHz and the first 

analysis shows the task scheduling on the four cores with scenarios 1 and 4 running.  

Figure 4 shows the behavior of the four cores running scenario 1. In this scenario the 

two real time tasks were scheduled over core 1 and 4, leaving cores 2 and 3 virtually 

idle running the essential tasks of the operating system. In this situation the system 

shows clearly underutilized, showing no processing feature that point to an overload. 

Table 1. Scenarios. 

Number # tasks Description 

1 2 Two tasks Real Time 

2 4 Two tasks Real Time and two simple tasks 

3 8 Two tasks Real Time and six simple tasks 

4 12 Two tasks Real Time and ten simple tasks 
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Figure 5 shows the cores usage on the 

scenario 4, in which 12 tasks are running 

simultaneously. Unlike the previous 

scenarios, now all the four cores work 

with almost 100% of utilization 

throughout the trial period, due to the 

significant increase in the number of tasks 

running in parallel. This hardware usage 

level is prejudicial to the system performance, as well as the performance of specific 

applications running, as it is possible to be seen in Table II, which presents information 

about the deadlines fulfillment. 

 
 

Figure 4:  Behavior of the RBP cores running the tasks described in scenario 1. 

Table 2. Number of missed deadlines. 

Number # tasks # Deadline not 

respected 

1 2 0 

2 4 737 

3 8 896 

4 12 977 

 

 

 
 

Figure 5:  Behavior of the RBP cores running the tasks described in scenario 1. 



 Real Time Embedded Image Processing System For Points of Interest Detection for 
Autonomous Unmanned Aerial Vehicles 

Aerospace Technology Congress 
11-12 October 2016, Solna, Stockholm 

 
 

 

The deadlines fulfillment (Table II) was achieved by analyzing a real-time task on each 

proposed test scenario. The time value used as threshold to determine whether the 

deadline was missed or not, was the maximum execution time (WCET) of the image 

processing algorithm on scenario 1, which is 0.3309s. This value was taken from a 

sample of 1000 executions of scenario 1, and also represents the number of samples of 

sets of runs 2, 3 and 4. 

As shown in the Table II, as the processing load increases, the number of missed 

deadlines significantly increases. In scenario 2, 73.7% of the deadlines were missed. 

This value increases in scenario 3, to 89.6%. In the scenario 4, 97.7% of deadlines are 

not met. The number of deadlines not met from the scenario 2 already makes unfeasible 

the usage of this system for critical real time applications that require time 

synchronization, for instance. These results certainly present a better performance if the 

threshold value of time was increased. However, as the goal of the test is not present 

good results of meeting deadlines, but to evaluate the capacity of the board’s hardware, 

the threshold value of time was kept. 

B - Memory Usage 

The RBP has 1GB of RAM, which is a fairly significant value to its proposed hardware. 

The analysis of memory usage occurred in the same way that the analysis of CPU 

utilization, i.e., the 4 different scenarios, with the processing load gradually increasing 

in each scenario. 

The result of this analysis (Figure 6) is quite logical, since the increase of processing 

load requires a greater use of memory. The most relevant information is that while the 

system is overloaded at scenario 4, less than 80% of memory is used by the 12 

simultaneously running applications. This shows that 1GB of RAM does not become a 

bottleneck of the system. 
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C – Real time vs Non-real time tasks 

At this stage of testing the remarks was the behavior of real time tasks compared to the 

behavior of non-real-time tasks, as well as the behavior of real time tasks in different 

tests scenarios, in order to evaluate the CPU usage. 

Figure 7 represents the execution of scenario 2, with two real time and two non-real 

time tasks. It is possible to observe that the blue and red lines have a higher priority than 

others, and do not have any standard that relates both, which are the non-real time tasks. 

This shows that the real time tasks have advantage against the non-real time tasks, 

which is an expected behavior. 

 
 

Figure 6:   Behavior of memory usage for each scenario. 
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The final analysis, and no less important, is the variation of the CPU usage of a real 

time task in each test scenario. This test aims to show the impact of system overhead 

while running a real time task. To this, a real time task was separately analyzed, with 

the processing load varying in each scenario. 

Figure 8, at the topside, shows the CPU utilization of two different real time tasks, the 

blue line in scenario 1 and the red line in scenario 2. Both tasks are running on a non-

overload environment and having a CPU usage profile quite stable. 

 
 

Figure 7:    Behavior of real-time and non-real-time tasks running in scenario 4 

 
 

Figure 8:     Behavior of a real-time task in each scenario. 
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Figure 8, at the downside, does the same analysis of the previous graph, but now for the 

scenario 3 and 4, through the green and black lines, respectively. Here the CPU already 

has overload affecting the CPU usage for the tasks and consequently impacting the 

performance of applications running, resulting in missed deadlines. 

CONCLUSIONS 

After the analysis highlighted by the graphs it is possible to see that the more the 

number of processes running concurrently with the real time process, the more 

deadlines were missed. The RBP supports more than one application running at the 

same time, as can be seen by the graphics. For better performance from the application, 

it is interesting to assign it to the real time requirements, thus the task will have 

advantage in relation to the others. 

The RBP board is an inexpensive hardware and easily accessible, and has met the 

requirements set by the application until a certain limit, as presented by the acquired 

results. The POI detection algorithm uses less resource than is offered by the hardware, 

which allows adding other applications on the same board, since it meets the bottleneck 

on the number of cases tested in this work. So is possible to conclude that is feasible to 

use a cheap COTS processing board such as RBP in a mini UAV to process CPU 

intense software such as the image processing one tested in this work. Directions for 

future work are manly in further analyzing the composition of the tasks able to run in 

this kind of COTS processing board, such as navigation planning algorithms and other 

image processing algorithms. Another important study to be done is the energy 

consumption analyzes, especially in overload system scenarios. 
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