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Agenda

e Background & Formulation of the optimization problem

* Attacking the optimization problem using two different
methods

— Brute Force (time consuming, not recommended)
— Genetic Algorithm

e Studying the Genetic Algorithm ability to solve the
optimization problem when varying the sampleset size.

Q Systecon
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Background

e This work have been done in collaboration mainly
between SAAB, Systecon and Lulea University of
Technology
— FLAPS program: 2008-2009
— NFFP6 program: 2014-2017

e The NFFP6 programme has been supported by
VINNOVA, Lulea University of Technology, Saab Support
and Services, SAAB Aeronautics and Systecon

Q Systecon
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100

Background

80

60+

e Phase out scheme:
— 10 years 40
— 90 aircraft

Mumber of Systems

20

0 2 4 & 8 10

Time [years]
Item ID Quantity Initial Fail rate CM TAT CM Cost PM PM TAT PM Cost Recov cost
per aircraft stock [1/103 th] [Days] [SEK] Interval [Days] [SEK] [SEK]

Warning Beacon

°® Item data: Relief Valve

Transducer

Cut-Off Valve

A/C - Start Generator

Hydraulic Generator

Electric Motor

Electric Jack

Oxygen Hose

Cooling Turbine

Q Systecon



Optimization

Optimization problem:
min C(tcp, teor)
st.YN.Bi(t) =0

SOILMON DOUNOS ol STop Bme LU= 33 years

4 C (tce, tcor) ———

— e

i ]

C(tcp, tcor) can be chosen freely to fit reality. In this presentation, we use:

. C = Cg + Cy + Cp, where

. Cx = cx max(tep, teor)

N ke m;
d CM = z caijaij +Z Cbijbij
. j=1 j=1
i=1
N
=1

. 0; is the number of LRU; that are recovered from disposed aircraft
. Co, s the cost for recovering LRU; from disposed aircraft

. k; and m; are the number of CM and PM maintenance types that exists for LRU;

. a;; is the number of CM activities of type j that are done on LRU;
. Cayj is the cost of carrying out CM activity of type j in LRU;

. b;j is the number of PM activities of type j that are done on LRU;
. Chy; is the cost of carrying out PM activity of type j on LRU;

. ck is the maintenance capacity cost (500 000 SEK/year)

' [ o
= \\\ IThen ro stop
e - e Part-our == tcoL
— Usable (50 o) P de
____________________________ | Then 1o stop ¢ -
e ) 1’ 1’
Repairable (30 %0) :(3[ciquqbrg _ tem, tem,s
|| given vorable )
........................... . i{pes Ui
Unfit for a1
= Service (20 %o) = tcp
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Matrix simulation results t.5; = 0.00 years

The boundaries of the solution spaces 4,8, , ..., $10
obtained by applying matrix simulations are shown
below with a unique color

2

0 0
When not recovering any items from phased out aircraft (t-o;, = 0.00) we are forced to
continue with PM and CM longer time in order to meet the backorder requirements in the
optimization problem... but if we increase £, then we can stop CM and PM earlier...
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Matrix simulation results t-5; = 1.00 years

The boundaries of the solution spaces 4,8, , ..., $10
obtained by applying matrix simulations are shown
below with a unique color

tCMl'

8 10
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Matrix simulation results t-,5; = 1.08 years

The boundaries of the solution spaces 4,8, , ..., $10
obtained by applying matrix simulations are shown
below with a unique color

Q Systecon
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Matrix simulation results t-,9; = 1.17 years

The boundaries of the solution spaces 4,8, , ..., $10
obtained by applying matrix simulations are shown
below with a unique color

tCMl'

8 10

Q Systecon
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Matrix simulation results t-.9; = 1.42 years

The boundaries of the solution spaces 4,8, , ..., $10
obtained by applying matrix simulations are shown
below with a unique color

tCMl'

8 10

Q Systecon
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Matrix simulation results t-.o; = 1.58 years

The boundaries of the solution spaces 4,8, , ..., $10
obtained by applying matrix simulations are shown
below with a unique color

tCMl'

Q Systecon
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Matrix simulation results t-5; = 1.83 years

The boundaries of the solution spaces 4,8, , ..., $10
obtained by applying matrix simulations are shown
below with a unique color

tCMl'

Q Systecon
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Matrix simulation results t-9; = 2.00 years

The boundaries of the solution spaces 4,8, , ..., $10
obtained by applying matrix simulations are shown
below with a unique color

Q Systecon
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Matrix simulation results t.9; = 2.17 years

The boundaries of the solution spaces 4,8, , ..., $10
obtained by applying matrix simulations are shown
below with a unique color

Q Systecon
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Matrix simulation results t-o; = 2.50 years

The boundaries of the solution spaces 4,8, , ..., $10
obtained by applying matrix simulations are shown
below with a unique color

Q Systecon
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Matrix simulation results t.9; = 2.67 years

The boundaries of the solution spaces 4,8, , ..., $10
obtained by applying matrix simulations are shown
below with a unique color

tCMl'

8 10

Q Systecon
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Matrix simulation results t-o; = 2.75 years

The boundaries of the solution spaces 4,8, , ..., $10
obtained by applying matrix simulations are shown
below with a unique color

tCMl'

Q Systecon
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Matrix simulation results t-9; = 2.83 years

The boundaries of the solution spaces 4,8, , ..., $10
obtained by applying matrix simulations are shown
below with a unique color

Q Systecon
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Matrix simulation results t.9; = 2.92 years

The boundaries of the solution spaces 4,8, , ..., $10
obtained by applying matrix simulations are shown
below with a unique color

Q Systecon
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Matrix simulation results t-o; = 3.25 years

The boundaries of the solution spaces 4,8, , ..., $10
obtained by applying matrix simulations are shown
below with a unique color

tCMl'

8 10

Q Systecon



Slide 21
Matrix simulation results t-9; = 3.33 years

The boundaries of the solution spaces 4,8, , ..., $10
obtained by applying matrix simulations are shown
below with a unique color

tCMl'

8 10

Q Systecon
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Matrix simulation results t-.o; = 3.58 years

The boundaries of the solution spaces 4,8, , ..., $10
obtained by applying matrix simulations are shown
below with a unique color

Q Systecon
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Matrix simulation results t.9; = 3.67 years

The boundaries of the solution spaces 4,8, , ..., $10
obtained by applying matrix simulations are shown
below with a unique color

Q Systecon
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Matrix simulation results t-5; = 3.83 years

The boundaries of the solution spaces 4,8, , ..., $10
obtained by applying matrix simulations are shown
below with a unique color

Q Systecon
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Matrix simulation results t-9; = 4.00 years

The boundaries of the solution spaces 4,8, , ..., $10
obtained by applying matrix simulations are shown
below with a unique color

Q Systecon
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Matrix simulation results t-.9; = 4.17 years

The boundaries of the solution spaces 4,8, , ..., $10
obtained by applying matrix simulations are shown
below with a unique color

Q Systecon



Slide 27
Matrix simulation results t-o; = 4.25 years

The boundaries of the solution spaces 4,8, , ..., $10
obtained by applying matrix simulations are shown
below with a unique color

Q Systecon
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Matrix simulation results t-9; = 4.33 years

The boundaries of the solution spaces 4,8, , ..., $10
obtained by applying matrix simulations are shown
below with a unique color

Q Systecon
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Matrix simulation results t-o; = 4.58 years

The boundaries of the solution spaces 4,8, , ..., $10
obtained by applying matrix simulations are shown
below with a unique color

Q Systecon
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Matrix simulation results t-.o; = 4.75 years

The boundaries of the solution spaces 4,8, , ..., $10
obtained by applying matrix simulations are shown
below with a unique color

Q Systecon
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Matrix simulation results t-9; = 4.83 years

The boundaries of the solution spaces 4,8, , ..., $10
obtained by applying matrix simulations are shown
below with a unique color

Q Systecon
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Matrix simulation results t-.o; = 5.17 years

The boundaries of the solution spaces 4,8, , ..., $10
obtained by applying matrix simulations are shown
below with a unique color

Q Systecon
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Matrix simulation results t-o; = 5.25 years

The boundaries of the solution spaces 4,8, , ..., $10
obtained by applying matrix simulations are shown
below with a unique color

Q Systecon
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Matrix simulation results t-.o; = 5.42 years

The boundaries of the solution spaces 4,8, , ..., $10
obtained by applying matrix simulations are shown
below with a unique color

Q Systecon
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Matrix simulation results t-.o; = 5.58 years

The boundaries of the solution spaces 4,8, , ..., $10
obtained by applying matrix simulations are shown
below with a unique color

Q Systecon
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Matrix simulation results t-.o; = 5.75 years

The boundaries of the solution spaces 4,8, , ..., $10
obtained by applying matrix simulations are shown
below with a unique color

Q Systecon
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Matrix simulation results t-.o; = 5.83 years

The boundaries of the solution spaces 4,8, , ..., $10
obtained by applying matrix simulations are shown
below with a unique color

Q Systecon
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Matrix simulation results t.9; = 6.17 years

The boundaries of the solution spaces 4,8, , ..., $10
obtained by applying matrix simulations are shown
below with a unique color

Q Systecon
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Matrix simulation results t-o; = 6.25 years

The boundaries of the solution spaces 4,8, , ..., $10
obtained by applying matrix simulations are shown
below with a unique color

Q Systecon
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Matrix simulation results t-o; = 6.50 years

The boundaries of the solution spaces 4,8, , ..., $10
obtained by applying matrix simulations are shown
below with a unique color

Q Systecon
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Matrix simulation results t-o; = 6.58 years

The boundaries of the solution spaces 4,8, , ..., $10
obtained by applying matrix simulations are shown
below with a unique color

Q Systecon
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Matrix simulation results t-9; = 6.67 years

The boundaries of the solution spaces 4,8, , ..., $10
obtained by applying matrix simulations are shown
below with a unique color

Q Systecon
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Matrix simulation results t-o; = 6.75 years

The boundaries of the solution spaces 4,8, , ..., $10
obtained by applying matrix simulations are shown
below with a unique color

Q Systecon
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Matrix simulation results t-5; = 6.83 years

The boundaries of the solution spaces 4,8, , ..., $10
obtained by applying matrix simulations are shown
below with a unique color

Q Systecon
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Matrix simulation results t-9; = 6.92 years

The boundaries of the solution spaces 4,8, , ..., $10
obtained by applying matrix simulations are shown
below with a unique color

Q Systecon
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Matrix simulation results t-9; = 7.33 years

The boundaries of the solution spaces 4,8, , ..., $10
obtained by applying matrix simulations are shown
below with a unique color

Q Systecon
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Matrix simulation results t.9; = 7.42 years

The boundaries of the solution spaces 4,8, , ..., $10
obtained by applying matrix simulations are shown
below with a unique color

Q Systecon
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Matrix simulation results t.9; = 7.67 years

The boundaries of the solution spaces 4,8, , ..., $10
obtained by applying matrix simulations are shown
below with a unique color

Q Systecon
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Matrix simulation results t-.o; = 7.75 years

The boundaries of the solution spaces 4,8, , ..., $10
obtained by applying matrix simulations are shown
below with a unique color

Q Systecon
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Matrix simulation results t.9; = 7.92 years

The boundaries of the solution spaces 4,8, , ..., $10
obtained by applying matrix simulations are shown
below with a unique color

Q Systecon
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Matrix simulation results t-9; = 8.33 years

The boundaries of the solution spaces 4,8, , ..., $10
obtained by applying matrix simulations are shown
below with a unique color

Q Systecon
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Solution subspaces $1,5,, ..., 510

tcor = 8.33 years

Soluhion Dourds for stop bme COL=8 33 vears

* Q: How many outer corner point combinations are there in total when AT=1000
hours?

e A:43 866 471 255 357, i.e. approximately 44 trillion!

Q Systecon
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HP laptop (2.7 GHz processor)
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Force (4000 h)

Hydraulic Generator

Electric Motor

4.79 years

6.74 years

Item ID tgﬁ; tgll;;
Beacon 7.65years | 3.20 years
6.62years | 4.11years
1.37 years | 7.53 years
S E— Crmin = 24 046 241 SEK
7.65 years | 5.82 years tggz = 7.92 years

Electric Jack 7.65years | 4.68 years
1

Oxygen Hose 2.74 l/ears 7.88 years

Cooling Turbine 7.53 years | 4.00 years

Q Systecon



Optimization by using a
Genetic Algorithm

Evolution
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Genetic Algorithm

Sample set: x;= (tcp, teor), J=12,..,M

X1 X2 X3 Xg3 Xpy—1XMm
C(tep, tecor)t /ﬁ
e

X1 X2 X3 X3 Xpy—1XMm

0o Q Systecon
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Genetic Algorithm (100 samples)

AT=1000 h

=00, 2=100, W=0.7, Min eost= 24 783 142 SEK, Opt step - me COL= 7 A2 veas

i ST e
S el Bl
r_ i, . .51.. i -h_i“:. }:12.3;}?’. I
Ty g PR Y g o N _——
1?.;‘3 'lé £an L Sy aagh i 7
- £
o

e

4

g e ;
: i C&: 1 L Ee
o S R S - e
‘ 5 PR R ETLUM CHORATZR H

\ C(tcp,teor)

1 L7 H

—>
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Genetic Algorithm (100 samples)

AT=1000 h

=1, 2=100, M=0.", Minecet= 24 782 142 SEK, Opt step - me COL= 7 A2 veas

Q Systecon
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Genetic Algorithm (100 samples)

AT=1000 h

Q Systecon
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Genetic Algorithm (100 samples)

AT=1000 h

Q Systecon
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Genetic Algorithm (100 samples)

AT=1000 h
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Genetic Algorithm (100 samples)

AT=1000 h

Q Systecon
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Genetic Algorithm (100 samples)

AT=1000 h

e T xfffffff”ﬂ

\ e et ,
L

‘ e\cﬁkﬁ; J?\;I-'é_.ﬂf“l'?. i o Ty ,32‘\ %\w /
arL LYE

Hi Fm{}g MERaTaT
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Genetic Algorithm (100 samples)

AT=1000 h

Q Systecon
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Genetic Algorithm (100 samples)

AT=1000 h

Q Systecon
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Genetic Algorithm (100 samples)

AT=1000 h

Q Systecon
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Genetic Algorithm (100 samples)

AT=1000 h

Q Systecon
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Genetic Algorithm (100 samples)

AT=1000 h

Q Systecon



Slide 70

Genetic Algorithm (100 samples)

AT=1000 h

Q Systecon
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Genetic Algorithm (100 samples)

AT=1000 h

Q Systecon
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Genetic Algorithm (100 samples)

AT=1000 h

Q Systecon
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Genetic Algorithm (100 samples)

AT=1000 h

Q Systecon
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Genetic Algorithm (100 samples)

AT=1000 h

Q Systecon
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Genetic Algorithm (100 samples)

AT=1000 h

Q Systecon
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Genetic Algorithm (100 samples)

AT=1000 h

Q Systecon
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Genetic Algorithm (100 samples)

AT=1000 h

Q Systecon



Slide 78

Genetic Algorithm (100 samples)

AT=1000 h

Q Systecon
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Genetic Algorithm (100 samples)

AT=1000 h

Q Systecon



Slide 80

Genetic Algorithm (100 samples)

AT=1000 h

- e
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Genetic Algorithm (100 samples)

AT=1000 h

\ ROy e |
gy O Okl BEPEBEAIT s ] (

; Tmﬁ%\rznfon-ﬂh: ; tmgﬁiﬁfzﬁw )

= HJETI:?QIE@EIQERSLFD?

\ C(tep teor)] 1"
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Genetic Algorithm (100 samples)

AT=1000 h

Q Systecon
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Genetic Algorithm (100 samples)

AT=1000 h

Q Systecon
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Genetic Algorithm (100 samples)

AT=1000 h

Q Systecon
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Genetic Algorithm (100 samples)

AT=1000 h

Q Systecon
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Genetic Algorithm (100 samples)

AT=1000 h

Q Systecon
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Genetic Algorithm (100 samples)

AT=1000 h

Q Systecon
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Genetic Algorithm (100 samples)

AT=1000 h

Q Systecon
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Genetic Algorithm (100 samples)

AT=1000 h

Q Systecon
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Genetic Algorithm (100 samples)

AT=1000 h

Q Systecon
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Genetic Algorithm (100 samples)

AT=1000 h

Q Systecon
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Genetic Algorithm (100 samples)

AT=1000 h

Q Systecon
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Genetic Algorithm (100 samples)

AT=1000 h

Q Systecon
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Genetic Algorithm (100 samples)

AT=1000 h

Q Systecon
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Genetic Algorithm (100 samples)

AT=1000 h

Q Systecon
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Genetic Algorithm (100 samples)

AT=1000 h

Q Systecon
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Genetic Algorithm (100 samples)

AT=1000 h

Q Systecon
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Genetic Algorithm (100 samples)

AT=1000 h

Q Systecon
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Genetic Algorithm (100 samples)

AT=1000 h

Q Systecon
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Genetic Algorithm (100 samples)

AT=1000 h

Q Systecon
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Genetic Algorithm (100 samples)

AT=1000 h

Q Systecon
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Genetic Algorithm (100 samples)

AT=1000 h

Q Systecon
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Genetic Algorithm (100 samples)

AT=1000 h

Q Systecon
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Genetic Algorithm (100 samples)

AT=1000 h

Q Systecon
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Genetic Algorithm (100 samples)

AT=1000 h

Q Systecon
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Genetic Algorithm (100 samples)

AT=1000 h

Q Systecon
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Genetic Algorithm (100 samples)

AT=1000 h

Q Systecon
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Genetic Algorithm (100 samples)

AT=1000 h

Q Systecon
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Genetic Algorithm (100 samples)

AT=1000 h

Q Systecon
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Genetic Algorithm (100 samples)

AT=1000 h

Q Systecon
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Genetic Algorithm (100 samples)

AT=1000 h

Q Systecon
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Genetic Algorithm (100 samples)

AT=1000 h

Q Systecon
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Genetic Algorithm (100 samples)

AT=1000 h

Q Systecon
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Genetic Algorithm (100 samples)

AT=1000 h

Q Systecon
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Genetic Algorithm (100 samples)

AT=1000 h

Q Systecon
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Genetic Algorithm (100 samples)

AT=1000 h

Q Systecon
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Genetic Algorithm (100 samples)

AT=1000 h

Q Systecon
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Genetic Algorithm (100 samples)

AT=1000 h

Q Systecon
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Genetic Algorithm (100 samples)

AT=1000 h

Q Systecon
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Genetic Algorithm (100 samples)

AT=1000 h

Q Systecon
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Genetic Algorithm (100 samples)

AT=1000 h

Q Systecon
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Genetic Algorithm (100 samples)

AT=1000 h

Q Systecon
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Genetic Algorithm (100 samples)

AT=1000 h

Q Systecon
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Genetic Algorithm (100 samples)

AT=1000 h

Q Systecon
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Genetic Algorithm (100 samples)

AT=1000 h

Q Systecon
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Genetic Algorithm (100 samples)

AT=1000 h

Q Systecon
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Genetic Algorithm (100 samples)

AT=1000 h
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Genetic Algorithm (100 samples)

AT=1000 h

Q Systecon



Slide 129

Genetic Algorithm (100 samples)

AT=1000 h

Q Systecon
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Genetic Algorithm (100 samples)

AT=1000 h

Q Systecon
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Genetic Algorithm (100 samples)

AT=1000 h

Q Systecon
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Genetic Algorithm (100 samples)

AT=1000 h
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Genetic Algorithm (100 samples)

AT=1000 h
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Genetic Algorithm (100 samples)

AT=1000 h
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Genetic Algorithm (100 samples)

AT=1000 h

Q Systecon
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Genetic Algorithm (100 samples)

AT=1000 h
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Genetic Algorithm (100 samples)

AT=1000 h

Q Systecon
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Genetic Algorithm (100 samples)

AT=1000 h
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Genetic Algorithm (100 samples)

AT=1000 h
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Genetic Algorithm (100 samples)

AT=1000 h
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Genetic Algorithm (100 samples)

AT=1000 h

Q Systecon



Slide 142

Genetic Algorithm (100 samples)

AT=1000 h
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Genetic Algorithm (100 samples)

AT=1000 h

Q Systecon
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Genetic Algorithm (100 samples)

AT=1000 h

Q Systecon
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Genetic Algorithm (100 samples)

AT=1000 h

Q Systecon



Slide 146

Genetic Algorithm (100 samples)

AT=1000 h
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Genetic Algorithm (100 samples)

AT=1000 h
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Genetic Algorithm (100 samples)

AT=1000 h
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Genetic Algorithm (100 samples)

AT=1000 h
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Genetic Algorithm (100 samples)

AT=1000 h

Q Systecon
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Genetic Algorithm (100 samples)

AT=1000 h
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Genetic Algorithm (100 samples)

AT=1000 h
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Genetic Algorithm (100 samples)

AT=1000 h
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Genetic Algorithm (100 samples)

AT=1000 h
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Genetic Algorithm (100 samples)

AT=1000 h
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Genetic Algorithm (100 samples)

AT=1000 h
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Genetic Algorithm (100 samples)

AT=1000 h

Found solution:

— Cpin = 24.06 MSEK
opt

— teor = 7.92 years
2 seconds on a laptop with a 2.7 GHz processor

0.05 % higher cost than true optimum found by brute force

Only 10 000 out of 44 trillion solutions investigated

Q Systecon
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Genetic Algorithm (2000 samples

AT=1000 h

|=0, £=2000, k=20, hAir co57= 24 255 C6° S2l Optctontme CCL=T 22 vears

o T

‘ C(tep teor)] 1" |
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Genetic Algorithm (2000 samples

AT=1000 h

I=1,5=2000, k=201 hAir co57= 2 255 C6° S2l Optctontme CCL=TE2vears
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Genetic Algorithm (2000 samples)

AT=1000 h

|=2, 5=2000, k=20 RAr cog7= 24 371 117 S2k, Optstoatme CCL=TE2vears
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Genetic Algorithm (2000 samples)

AT=1000 h

=3, 5=2000, =00 RAr cos= 24 371 117 S2R Optstoadme CCL=T A2 vears

‘ C(tep teon)] %il |
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Genetic Algorithm (2000 samples)

AT=1000 h
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Genetic Algorithm (2000 samples)

AT=1000 h
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Genetic Algorithm (2000 samples)

AT=1000 h
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Genetic Algorithm (2000 samples)

AT=1000 h

=5, 522000, k=00 Wir cost= 24 254 62 Sl Ot staaime COL=T R 2 vears
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Genetic Algorithm (2000 samples)

AT=1000 h

Q Systecon
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Genetic Algorithm (2000 samples)

AT=1000 h

=70, 522000, =00l A Co3t= 24 233 267 S, Optton dme COL= T2 vears
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Genetic Algorithm (2000 samples)

AT=1000 h
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Genetic Algorithm (2000 samples)

AT=1000 h

=72 5=2000, =00 W cosi= 24 22T TR S2, Optton ime COL= T 22 vears
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Genetic Algorithm (2000 samples)

AT=1000 h
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Genetic Algorithm (2000 samples)

AT=1000 h
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Genetic Algorithm (2000 samples)
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e Found true optimum

— Cpin, = 24.05 MSEK

- tggz = 7.92 years

e 55 seconds on a laptop with a 2.7 GHz processor

Slide 257

Genetic Algorithm (2000 samples)

Item ID tg';; tg;
Warning Beacon 7.65years | 3.20years
Relief Valve 6.62 years 4.11 years
Transducer 1.37 years | 7.53 years
Cut-Off Valve 7.53 years | 3.88 years
A/C - Start Generator 7.65 years | 5.82years
Hydraulic Generator 5.71years | 1.26 years
Electric Motor 4.79 years | 6.74 years
Electric Jack 7.65 years | 4.68 years
Oxygen Hose 2.74 years | 7.88 years
Cooling Turbine 7.53 years | 4.00 years

e Only 200 000 out of 44 trillion solutions investigated!

e Q: Was it just luck?
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What is the probability of finding the optimum?
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What is the probability of finding the optimum?

Probability

Probability for the best sample being within a certain distance from optimum after 1 iterations
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What is the probability of finding the optimum?

Probability

Probability for the best sample being within a certain distance from optimum after 2 iterations
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What is the probability of finding the optimum?

Probability

Probability for the best sample being within a certain distance from optimum after 3 iterations

1.00
i ——-10000 samples
0.80 --5000 samples
070 -2000 samples
S -+-1000 samples
--500 samples
0.50
-=-200 samples
i -—100 samples

—+-50 samples

=20 samples

10 samples

0.0%5 ; 3 : 4.0% 5.0% 6.0% 70% B8.0% 9.0% 10.0%
Distance from optimum

Q Systecon




Slide 262

What is the probability of finding the optimum?

Probability

Probability for the best sample being within a certain distance from optimum after 4 iterations
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What is the probability of finding the optimum?

Probability

Probability for the best sample being within a certain distance from optimum after 5 iterations
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What is the probability of finding the optimum?

Probability

Probability for the best sample being within a certain distance from optimum after 6 iterations
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What is the probability of finding the optimum?

Probability

Probability for the best sample being within a certain distance from optimum after 7 iterations
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What is the probability of finding the optimum?

Probability

Probability for the best sample being within a certain distance from optimum after 8 iterations
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What is the probability of finding the optimum?

Probability

Probability for the best sample being within a certain distance from optimum after 9 iterations
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What is the probability of finding the optimum?

Probability

Probability for the best sample being within a certain distance from optimum after 10 iterations
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What is the probability of finding the optimum?
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Probability
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What is the probability of finding the optimum?

Probability

Probability for the best sample being within a certain distance from optimum after 12 iterations
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What is the probability of finding the optimum?

Probability

Probability for the best sample being within a certain distance from optimum after 13 iterations
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What is the probability of finding the optimum?

Probability

Probability for the best sample being within a certain distance from optimum after 14 iterations
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What is the probability of finding the optimum?

Probability

Probability for the best sample being within a certain distance from optimum after 15 iterations
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What is the probability of finding the optimum?

Probability

Probability for the best sample being within a certain distance from optimum after 16 iterations
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What is the probability of finding the optimum?

Probability
= =

Probability for the best sample being within a certain distance from optimum after 17 iterations

090 -—¢f / / ' // ~ —+-10000 samples
050 : Vi -=-5000 samples
0.70 f( / )/ / -+—2000 samples

s | // /( / --1000 samples
/}/ --500 samples
o= H }{/ -=-200 samples
0 - ” ]'/[ ~—-100 samples
0.30 : —+-50 samples
020 f‘/ =20 samples
i : / =10 samples
.00 T L Dt ot B e e o e ) o e e e e
00% 1.0% 2.0% 3.0% 4.0% 5.0% B5.0% T0% B8.0% 9.0% 10.0%

Distance from optimum

Q Systecon




Slide 276

What is the probability of finding the optimum?

Probability

Probability for the best sample being within a certain distance from optimum after 18 iterations
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What is the probability of finding the optimum?

Probability

Probability for the best sample being within a certain distance from optimum after 19 iterations
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What is the probability of finding the optimum?

Probability for the best sample being within a certain distance from optimum after 20 iterations
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What is the probability of finding the optimum?

Probability

Probability for the best sample being within a certain distance from optimum after 21 iterations
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What is the probability of finding the optimum?

Probability

Probability for the best sample being within a certain distance from optimum after 22 iterations
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1.00 -
i -—10000 samples
0.80 --5000 samples
0.70 -+—2000 samples
e --1000 samples
--500 samples
0.50 -
-=-200 samples
(b -—100 samples
0.30 —+-50 samples
020 =20 samples
e ~+-10 samples
0.0 .- b= R I PR i ] Y i Do ot il i B e I PR I P ol ] ot 7 e R v L St e R T [ o 1 P L7 8 v I e i I P P i ] 00 D L A I I e ) ) L | B = PR P B | B R D T
0.0% 1.0% 2.0% 3.0% 4.0% 5.0% B.0% T0% 3.0% 9.0% 1000%

Distance from optimum

Q Systecon




Slide 287

What is the probability of finding the optimum?

Probability

Probability for the best sample being within a certain distance from optimum after 29 iterations
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Probability for the best sample being within a certain distance from optimum after 38 iterations

3

g8 & =
S

&

a2
w
=]

=]
[
&

=]
5

o
8

0% : 2.0% 3.0% 4.0% 5.0% B5.0% T0% 3.0% 9.0% 10.0%
Distance from optimum

-—10000 samples
--5000 samples
-2000 samples
~-1000 samples
--500 samples
-=-200 samples
-—100 samples
—+-50 samples
=20 samples

=10 samples

Q Systecon




Slide 297

What is the probability of finding the optimum?

Probability

Probability for the best sample being within a certain distance from optimum after 39 iterations
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Probability for the best sample being within a certain distance from optimum after 40 iterations
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Probability for the best sample being within a certain distance from optimum after 41 iterations
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Probability for the best sample being within a certain distance from optimum after 43 iterations
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Probability for the best sample being within a certain distance from optimum after 44 iterations
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Probability for the best sample being within a certain distance from optimum after 45 iterations
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Probability for the best sample being within a certain distance from optimum after 46 iterations
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Probability for the best sample being within a certain distance from optimum after 47 iterations
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Probability for the best sample being within a certain distance from optimum after 48 iterations
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Probability for the best sample being within a certain distance from optimum after 49 iterations
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Probability for the best sample being within a certain distance from optimum after 52 iterations
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Probability for the best sample being within a certain distance from optimum after 55 iterations
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Probability for the best sample being within a certain distance from optimum after 62 iterations
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Probability for the best sample being within a certain distance from optimum after 64 iterations
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What is the probability of finding the optimum?
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What is the probability of finding the optimum?
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What is the probability of finding the optimum?

Probability
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What is the probability of finding the optimum?

Probability

Probability for the best sample being within a certain distance from optimum after 200 iterations
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We have studied a problem with trillions (~10%) of
possible solutions and proven that we can find the
optimum using a genetic algorithm

Let’s now study a problem with 100 items with ~1011°
possible solutions

Number of atoms building up the earth: ~1
Number of atoms in the universe:- ~108°
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Upscaling the scenario

DEPOT
DEPOT

UNIT

T
90 AIRCRAFT

[ AIRCRAFT, Aircraft

| WARNING_BEACON,
| RELIEF_VALVE,

—{ ] TRANSDUCER,

3] CUT-OFF_VALVE,
—2["] AC_START_GENERATOR,
— ] HYDRAULIC_GENERATOR,
2] ELECTRIC_MOTOR.
—{ ] ELECTRIC_JACK,
—{ ] OXYGEN_HOSE.

—{_] COOLING_TURBINE,

—{ | LRUDI1,
—{ 1 LRUO12,
—{__] LRUM3,
] LRUM4,
—= 1 LRUDS,
—{__| LRUO1E,
2 LRUO17,
—{ ] LRUD1B.
— 1 LRUD1S,
—{1 wRuoz0,

—{ ] LRUO3,
—{ ] LRU032,
— ] LRUOS3,
] LALO0SY,
2] LRUOSS,
—{_1 LRUOSS,
—= ] LRU0S7,
—{__] LRU098,
—{"] LRU0O93,
] LRU1DG,

e Same scenario as with 10 items, but now 100 items
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Previous results: 10 items after 200 iterations...

Probability for the best sample being within a certain distance from optimum after 200 iterations
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Can we scale?
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Can we scale?
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Probability for the best sample being within a certain distance from MINVALUE after (I=1)
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Can we scale?
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Probability for the best sample being within a certain distance from MINVALUE after (1=2)
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Can we scale?

Probability

Probability for the best sample being within a certain distance from MINVALUE after (1=3)
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Can we scale?

Probability for the best sample being within a certain distance from MINVALUE after (1=4)
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Can we scale?

Probability for the best sample being within a certain distance from MINVALUE after (1=5)
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Can we scale?

Probability for the best sample being within a certain distance from MINVALUE after (1=6)
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Can we scale?
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Probability for the best sample being within a certain distance from MINVALUE after (1=7)
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Can we scale?
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Probability for the best sample being within a certain distance from MINVALUE after (1=8)
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Can we scale?

Probability for the best sample being within a certain distance from MINVALUE after (1=9)

2

=)
3

=]
3

Q
~
=]

o
3

a8

o @

Probability
2

=
w
=

=
P
[

=
&

=]
3

-=-200 samples
—-100 samples
—~50 samples
—=20 samples
100 items : —-10 samples
D_ Sy i o e Hanans peand e

Distance from optimum

Q Systecon




Slide 472

Can we scale?
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Can we scale?

Probability for the best sample being within a certain distance from MINVALUE after(I=11)
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Can we scale?
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Can we scale?

Probability

Probability for the best sample being within a certain distance from MINVALUE after(I=13)
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Can we scale?
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Probability for the best sample being within a certain distance from MINVALUE after (I=14)
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Can we scale?

Probability for the best sample being within a certain distance from MINVALUE after (I=15)
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Can we scale?

050

Probability
=1
& B

o @
&
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Can we scale?
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Probability for the best sample being within a certain distance from MINVALUE after (1=20)
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Can we scale?
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Can we scale?
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Can we scale?

Probability for the best sample being within a certain distance from MINVALUE after (I=26)
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Can we scale?

Probability for the best sample being within a certain distance from MINVALUE after (1=28)
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Can we scale?
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Probability for the best sample being within a certain distance from MINVALUE after (I=30)

i/ 77

-a-200 samples

—-100 samples

o

&
[t
4]
.h""lh-.

—=50 samples

a o

&
T
[
]
M
W

&
B
[
q______
)
e

—=20 samples

10 samples

100 items

Distance from optimum

el
||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||

Q Systecon




Slide 486

Can we scale?

Probability for the best sample being within a certain distance from MINVALUE after (1=32)
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Can we scale?

Probability for the best sample being within a certain distance from MINVALUE after (1=35)
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Can we scale?

Probability for the best sample being within a certain distance from MINVALUE after (1=38)
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Can we scale?

Probability for the best sample being within a certain distance from MINVALUE after (I=41)
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Can we scale?

Probability for the best sample being within a certain distance from MINVALUE after (1=44)
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Can we scale?

Probability for the best sample being within a certain distance from MINVALUE after (1=47)
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Can we scale?

Probability for the best sample being within a certain distance from MINVALUE after (I=50)
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Can we scale?

Probability for the best sample being within a certain distance from MINVALUE after (1=54)
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Can we scale?
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Probability for the best sample being within a certain distance from MINVALUE after (I=58)
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Can we scale?

Probability for the best sample being within a certain distance from MINVALUE after (1=62)
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Can we scale?

Probability for the best sample being within a certain distance from MINVALUE after (1=66)
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Can we scale?

Probability for the best sample being within a certain distance from MINVALUE after (I=71)
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Can we scale?

Probability for the best sample being within a certain distance from MINVALUE after (I=76)
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Can we scale?
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Probability for the best sample being within a certain distance from MINVALUE after (1=81)
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Can we scale?

Probability

g8 & B
&

5

8

100 items

Distance from optimum

-a-200 samples

—-100 samples

—-50 samples

—=20 samples

10 samples

Q Systecon




Slide 501

Can we scale?
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Can we scale?
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Can we scale?
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Can we scale?
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Probability for the best sample being within a certain distance from MINVALUE after(I=121)
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Can we scale?
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Probability for the best sample being within a certain distance from MINVALUE after (1=129)
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Can we scale?
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Probability for the best sample being within a certain distance from MINVALUE after (I=167)
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Probability for the best sample being within a certain distance from MINVALUE after (1=202)
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Probability for the best sample being within a certain distance from MINVALUE after (1=260)
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Can we scale?

Probability for the best sample being within a certain distance from MINVALUE after(I=314)
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Can we scale?

Probability for the best sample being within a certain distance from MINVALUE after (1=334)
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Can we scale?

Probability for the best sample being within a certain distance from MINVALUE after (I=355)
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Probability for the best sample being within a certain distance from MINVALUE after (1=428)
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Probability

Probability for the best sample being within a certain distance from MINVALUE after (I1=659)

1.00 B
. PV o=
L/ -a-200 samples
0.80 — /
070 -
—-100 samples
0.60 - }
0.50 —~50 samples
0.40
—=20 samples
.30
020 —— 10 |
: 10 samples
100 items P
D.10 —
D.00 1 o e e i e 1 1 1 1 B e B o e I T Dot o Dt e e B e ot B e e e e o o T I 1 1 o B e o g o I T T o o e s o e Bt B e et o e o o T o
0% 1.0% 2.0% 3.0% 4 0% 5.0% B5.0% 7.0% 83.0% 9.0% 10.0%

Distance from optimum

Q Systecon




Slide 533

Can we scale?

Probability for the best sample being within a certain distance from MINVALUE after (I=701)
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Can we scale?
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Can we scale?
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Can we scale?
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Can we scale?
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Can we scale?
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Can we scale?

Probability

Probability for the best sample being within a certain distance from MINVALUE after (1=3217)
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Y

Probabilit

1.00
090
-a-200 samples
0.80
0.70 -
—-100 samples
0.60 -
0.50 —~50 samples
040
—=20 samples
030
£
020 —— 10 |
- 10 samples
100 items iy
D.10 —
000 1+ T I 1 1 o e o e e L[ L [ 3 ] 3 I o o e T 1 1 1 o B e e o T 113 L i i e i 5 B B e |
0% 1.0% 2.0% 3.0% 4 0% 5.0% B.0% 7.0% 83.0% 9.0% 10.0%
Distance from optimum

Q Systecon




Slide 560

Can we scale?
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Can we scale?

Probability

Probability for the best sample being within a certain distance from MINVALUE after (1=3861)

1.00
090
-a-200 samples
0.80
0.70
—-100 samples
0.60
0.50 —~50 samples
0.40
—=20 samples
030 3
0.20 | — 10 |
- 10 samples
100 items iy
D.10 —
000 1+ T I 1 1 B o e e L[ L [ 3 ] 3 I o o e T 1 1 1 o B e e o T 113 [0 i i e 5 B B e |
00% 1.0% 2.0% 3.0% 4 0% 5.0% B.0% 7.0% 83.0% 9.0% 10.0%

Distance from optimum

Q Systecon




Slide 562

Can we scale?

Probability for the best sample being within a certain distance from MINVALUE after (I=4000)
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e Same MINVALUE=174 550 398 SEK found in 40 % of the 1000
genetic algorithm trials using 200 samples (4000 iterations). No

guarantee we found the optimum, but maybe! Q Systecon




Summary

A method for phase-out optimization of an aircraft fleet has
been presented, minimizing backorders and cost

e Optimal solution found for a scenario with 10 items using a
genetic algorithm

e Possibly found the optimal solution for a scenario of 100
items




Future research

e The method is easily extended to also handle
— Safety stock requirements (replace backorder requirement)

— Simultaneous phase in / phase out scenarios where the old
aircraft being phased out has common parts with the new
aircraft being phased out

 Method is well suited for parallelization in order to

support larger cases (100-1000 items)
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ARTICLE TNFO ABSTRACT

Keywords, This paper presents a novel approach for cost-effective optimization of stop-maintenance strategies for & set of
Phase out repairable ilems (rolables). The oplimization melhod has Lwo sleps. Fist, the novel concepl of matrix
r"I"i_“L‘_'““'_JCd simulations is introduced to loeate the solition space of the optimization problem in question. Second. a genctic
Sphnl]_l?tmn algorithm is applied to find the minimum cost solution, The combination of matrix simulations and genetie
;;'::;;T":L‘qwm alporithm iz shown to r:(}:lsltitute a poweriul method for solving the optimization problem in a fast manner. To
Conaiic alhaukii demanstrate the offivacy of the proposed method, i1 s compared with a erade seareh, and a steepest deseent

algorithm. Our proposed method is faster than the crude search and also locates the optimum more often than
the steepest descent search. The method is illustrated by applyving it to a phase-out scenario of an aircraft flest,
where e oplimal slop-maintenance stralegy is delermined lor a sel of rolables.
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